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Abstract 
Linguistic Geometry (LG) is a new method for 
decreasing the number of branches in a search tree. 
It is applicable for solving a variety of search 
problems such as path planning for a moving robot. 
In this paper the Linguistic Geometry is used to 
reduce the calculation time in real time 3D 
navigation of multiple robots in industrial plants. 

1. Introduction 

Linguistic Geometry (LG) is introduced by 
PIONEER team in early 80 [1].This methodology 
is developed by Boris Stilman for military and 
industrial applications [1-3]. Linguistic Geometry 
is a procedure for converting human intelligence in 
search problems to mathematical formulas and 
computer programs. The main idea of LG is to 
divide a global problem to several subproblems and 
to use a hierarchical methodology for solving the 
individual subproblems. LG allow to discover the 
inner properties of human expert heuristics that are 
successful in a certain class of games. 
In a two-player opposing game, such as chess, by 
applying the brute force search algorithm we have 
to generate a search tree of size T . 
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The branching factor B is a parameter representing 
the average breadth of the search tree. It shows how 
many moves (on the average) should be included in 
this tree at each node. T is the total number of 
positions generated and L is the depth of the search 
(assuming all the branches are terminated at the 
depth L). Greater values of B correspond to a non-

selective search; indicating a high exponential 
growth. 
Various search algorithms, such as dynamic 
programming and branch-and-bound algorithms, 
were constructed in order to reduce the branching 
factor. 
Alpha-Beta search algorithm can reduce the 
number of terminal nodes to be visited as follows1: 
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However the grows is still exponentially, albeit 
with a reduced exponent. The perfect ordering can 
theoretically double search depth (during the same 
time frame) employing the reduced branching 
factor ~ B . 
The main advantage of LG is its ability to decrease 
the number of searches in the large scale problems 
for getting the optimal or suboptimal solution. For 
example in a typical three-dimensional path 
planning problem the number of searches decreases 
from one billion branches to 56 only [1]. 

 
Fig 1. Comparison of searches for the same 

processing time 
In the basic definition of LG two types of elements 
are considered where two sets react in two 
independent (with a bit of overlap) areas. While in 

                                                
1  Slagle and Dixon, 1969, Knuth and Moore, 1975 
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real world applications several areas may be 
considered with some overlaps [1-8]. 
The object of this paper is the development of LG 
to multi 3D robotic environments. Some basic 
definitions of LG are presented in the next sections. 

2. Complex System  

Definition: A Complex System is presented by the 
following eight-tuple [2]: 

><   ,  ,  ,  , }{ ,  ,  , TRSSvONRPX tip  (4)

where: 
}{ ixX =  is a finite set of points (locations of 

elements); 
}{ ipP =  is a finite set of elements (a union of two 

nonintersecting subsets 1P  and 2P ); 
),( yxRp  is a set of binary relations of reachable in 

X  (x and y ∈  X and p ∈  P) ; Element p can move 
from point x to point y if point y is reachable from x 
, i.e. ),( yxRp  holds. 

xpON =)( , where ON  is a partial function of 
placement from P  into X ; 
v  is a function on P  with positive integer values 
describing the values of elements; 

ti SS  ,  are the descriptions of the initial and target 
states. The Complex System searches the state 
space, which should have initial and target states; 
TR  is a set of operators , ),,( yxpTRANSITION  of 
transitions of the system from one state to another. 

The problem of the optimal operation of the system 
is considered as a search for the optimal sequence 
of transitions leading from the initial state Si to a 
target state St based on a certain criteria for 
optimality. 

3. Autonomous Robots as Elements of the 
Complex System  

A robot control model can be represented as a 
Complex System. 
X  represents the operational district [1]; 
P  is the set of robots or autonomous vehicles; 

),( yxRp  represent moving capabilities of different 
robots; 

xpON =)(  if robot p is at point x; 

)( pv  is the weighting value of robot p; 

iS  is a set of arbitrary initial or starting states; 

tS  is the set of target states; 
),,( yxpTRANSITION  represents movement of 

robot p  from x  to y ; if there is a robot on point 
y , it must be removed before movement of robot 
p  from point x  to point y . 

4. Distance Between Elements 

Definition: A MAP of the set X  with respect to 
point x and element p for the Complex System is 
the mapping [3]:  

+→ ZXMAP px :,  (5)

(where PpXx ∈∈ ,  and +Z  is the set of all     
non-negative integer numbers ).  
MAP is constructed as follows: 
Consider a family of reachable areas from the point 
x, i.e. a finite set of the following nonempty subsets 

}{ ,
k

pxM  of X  (as show in figure 2): 
k

pxMk ,:1=  is a set of points m reachable in one 
step from x when Rp(x,m)=True; 

k
pxMk ,:1>  is a set of points reachable in k  steps 

and not reachable in 1−k  steps, i.e. points m are 
only reachable from points 1

,
−k
pxM . 

Let: 
kyMAP px =)(, , for y from k

pxM , , denotes the 
number of steps from x to y . 

For other points we have 
xynyMAP px ≠=  if    2)(,    and 

xyyMAP px ==  if    0)(,  

(6)

 

 
Fig 2. Interpretation of the family 

 of reachable areas 
 



5. Trajectories  

Definition: A trajectory for an element                  
p  ∈  P with the origin at x  ∈  X  and the 

destination at y  ∈  X )( yx ≠ with a length l is the 
following formal string of symbols a(x) with points 
of X  as parameters: 

)()...()( 10 lxaxaxat =  (7)

Where yxl =  and each successive point 1+ix  is 
reachable from the previous point ix , i.e. 

),( 1+iip xxR  holds for 1,...,1,0 −= li ; element p 
stands at the point x : XpON =)(  [4]. 

),,( lyxt p  is the set of all trajectories for element p, 
originated at x with destination y and length l. 
Definition: the shortest trajectory t of ),,( lyxt p  is 
the trajectory of minimum length for the given 
origin x, destination y, and element p. 

The above and following Properties of Complex 
System allow us to construct formal grammars for 
generating the shortest trajectories. 

Definition: An admissible trajectory of degree k  is 
the trajectory 0t  which can be divided into k  
shortest trajectories; more precisely there exists a 
subset lkiiixxx kiii k

≤<<< −−
,... , },...,,{ 121121

 such 
that corresponding substrings 

)()...(),...,()...(),()...(
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k −
 are the 

shortest trajectories (as shown in figure 3). 

 
Fig 3. An interpretation of shortest 

and admissible trajectories 

6. Control Grammar  

Consider the following control grammar for the 
Complex System with symmetric relation of 
reachable pR , as summarized in table 1 [5].  

 

Table 1. summary of Grammar 
of shortest trajectories Gt 

 
L   Q   Kernel, kπ                              nπ    FT      FF 

1    Q1  S(x,y,l)→A(x,y,l)                           two     φ  
2i   Q2 A(x,y,l)→ )),,(),,,(,( lyxlmedlyxmedxA ii  three  three 
                        )),,(,),,,(( lyxlmedlylyxmedA ii −  

3j   Q3   A(x,y,l)→a(x)A(nextj(x,l),y,f(l))  three      4 
4    Q4  A(x,y,l)→a(y)                              three      5 
5   Q5  A(x,y,l)→e                                    three     φ  
Pred={Q1, Q2, Q3, Q4, Q5} 
   Q1(x,y,l)=(MAPx,p(y)≤ l<2MAPx,p(y)) ∧ (l<2n) 
   Q2(x,y,l)=(MAPx,p(y)≠ l) 
   Q3(x,y,l)=(MAPx,p(y)=l) ∧ (l 1≥ ) 
   Q4(y)=(y=y0) 
   Q5(y)=(y ≠ y0) 
(n= X , number of points in X  ) 

f(l)=l-1                          D(f)= }0{+Ζ  
L={1,4} ∪ two ∪ three two={ n2,...,2,2 21 } , 
three={ n3,...,3,3 21 } 
where L is a finite set called the set of labels; 
Qi represents the condition of applicability of 
productions (antecedents) 
If Qi=T then FT (a permitted subset of L) is 
reachable in the next step; 
FF is analogous to FT in the case of Q=F. 
Where T is true and F if false. 
At the beginning of derivation: 0xx = , 0yy = , 

0ll = , Xx ∈0 , Xy ∈0 , +Ζ∈0l , Pp ∈  
medi is defined as follows: 

 })()({
00

 l vMAPvX , MAP vvDOCK ,py,px =+∈=  
IF  

   {}} v..., , v, v{(x) m21 ≠=lDOCK  
THEN  

 and   i1for          ) y,, x ( i mvl medi ≤≤=  
n imfor        ) y,, x ( m ≤<= v lmedi  

OTHERWISE  
x )  ,y  x,( =lmedi  

lmedi is defined as follows: 
)),,((),,( , lyxmedMAPlyxlmed ipxi =  

nexti is defined as follows: 
  }{ 000

 l(v)MAP(v)X , MAP vvSUM ,py,px =+∈=

 } {  k(v)X , MAP vv(x)ST x,pk =∈=  



 SUM)(x ST(x)ST(x)MOVE lll ΙΙ 011 0 +−=  
IF  

 {}} m , ... , m , m { x)( r21 ≠=lMOVE  
THEN  

 andr   ifor         m) , x ( i ≤=l nexti  
n irfor        m) , x ( r ≤<= lnexti  

OTHERWISE  
x )  , x ( =lnexti  

 
Theorem: All the admissible trajectories 

),,( 000 lyxt p  of degree 2 from point x  to point y  
of the length l0 for the element p on x , 

xpON =)( , can be generated by the grammar     
Gt [5]. 
In this procedure the trajectories of robots are 
calculated off-line. The following algorithm is 
introduced in this paper to change this algorithm to 
an on-line version for application on a multi robot 
system. 

8. On line control grammar 

The flowchart of this algorithm is shown in figure 
4. 
This algorithm may be used sequentially or in 
parallel to calculate the next point for each robot. In 
this algorithm the ),( lxnexti  is calculated by 
means of LG method. If the ),( lxnexti  is empty, 
the robot moves to this point; otherwise the 

 x)(lDOCK  of adjacent points of the robot are 
calculated and the robot will move to the point with 
minimum (sub minimum)  x)(lDOCK . 
In the original control grammar with off-line 
calculations, if the robot is inhibited by other robots 
a new path must by calculated from the start point 
and the trajectory traveled by the robot till its 
current position will have no use [5], while in on-
line applications the robot will never return to its 
origin for choosing a new path [9, 10].  
 

 
 

 
Fig 4. Flowchart of on-line control grammar  

Example: 

Consider the plant of figure 5. with two robots A 
and B and their targets TA and TB respectively. 
Robot A stands at (1, 1, 1) with its target TA in (9, 
2, 2) and robot B stand at (9, 1, 1) with its target 
TB at (1, 2, 2). Both robots have the same 
importance (weighting) and each robot can move to 
one of its adjacent points in each step. The bold 
points of figure 5 represent the static obstacles. 
Each robot tries to attain its target by moving step 
by step via its adjacent points toward the target. 
The robots are considered to move asynchrony in 
the order A and B. This order of movements is 
fixed and may not change during the movements. If 
a robot is inhibited by other robots to move towards 
its target, it can move backward to modify its 
situation for the next movement. 
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Fig5. Initial state of robots (attention in row Y=2 

and Z=2 only X=5 is obstacle) 

Here the on-line control grammar is applied for the 
system of figure 5. 
Figures 6 and 7 show the SUMA and SUMB for 
robots A and B respectively. Each SUM represents 
the set of all shortest paths from each robot to its 
target. 

 
Fig6. SUMA (projection to XZ plane) 

left for Y=1 and right for Y=2 

 
Fig7. SUMB (projection to XZ plane) 

left for Y=1 and right for Y=2 

Now consider the following paths for robots: 

tA= a(1, 1, 1)  a(2, 1, 2)  a(3, 1, 2)  a(4, 1, 2) 
tB= a(9, 1, 1)  a(8, 1, 2)  a(7, 1, 2)  a(6, 1, 2) 

Figure 8 shows the trajectory of two robots. 

 
Fig 8. Robots A and B at points (4, 1, 2), (6, 1, 2) 

(projection to XZ plane) 

Suppose it is A’s turn to move. )5),2,1,4((inext  for 
this robot is (5,1,2), hence A moves to this point. 
Now B will move. )5),2,1,6((inext  for this robot is 
(5,1,2) but this point is occupied by A. Hence the 
minimum )(xDOCKl  of B is calculated. It is point 
(6, 2, 2). B returns to point (6, 2, 2). A new path is 
calculated. But no change occurs in its path. 
Once more, A moves. There is two nexti((5,1,2),4) 
points for A, (6, 1, 2) and (6, 2, 2). But B is at point 
(6, 2, 2), hence A moves to (6, 1, 2). Now for robot 
B )5),2,2,6((inext  is (5, 1, 2). At this moment point 
(5, 1, 2) is empty and B moves to it. 
Continuing this procedure the following paths are 
passed through by A and B 
tA= a(5, 1, 2) a(6, 1, 2) a(7, 2, 2) a(8, 2, 2) a(9, 2, 2) 
tB= a(6, 2, 2) a(5, 1, 2) a(4, 2, 2) a(3, 2, 2) a(2, 2, 2)  
a(1, 2, 2) 
 
and two robots get their targets without returning to 
their start points for searching new paths. 

9. Conclusion 

The example considered in this paper demonstrates 
the power of the Linguistic Geometry in 
transferring the heuristic searching potential of 
human brain to a computerized calculations 
domain.  
The conventional approaches require a search tree 
of approximately one billion branches to solve this 
problem, while the LG tree presented in this paper 
consists a few moves (branches). 
Looking at the complexity of the hierarchy of 
languages that represent each state in the search 
process, it is very likely that the growth from the 



2D case to 3D is linear with the factor B (of search 
tree) close to one. 
A new procedure is introduced for path planning of 
multi-robot navigation using the Linguistic 
Geometry. The calculation time is very small for a 
large-scale problem comparing classic search 
algorithms. Using the introduced methodology the 
LG is applicable for real time multi-robot 
navigation even if there is overlaps in different 
paths. 
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